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1. Introduction

Input-output techniques have been widely used in impact analysis and forecasting models that combine an economy-wide scope with a high degree of industrial detail. One of the central problems with the input-output (IO) tables is that their compilation is extremely time consuming. This implies that they only become available with a serious time lag and that typically they are published only once every five years. A consequence is that empirical analyses are always based on data that are not up-to-date. In particular for an economy, like the Chinese, that is changing rapidly this may seriously affect the results. Therefore it is crucial that good estimates of recent input-output tables can be used.

The focus of this paper is to enhance the quality of the estimation of recent input-output tables, and in particular the intermediate deliveries, for China. China has a rich tradition in the compilation of input-output tables, not only at the national level but also at the regional level and even at the level of metropolitan areas. So far, China has published four national tables with a classification of more than 100 sectors for 1987, 1992, 1997 and 2002. Regional input-output tables are available for 1997 at a more aggregated level of 40 sectors, for 27 regions.

In this paper, we will carry out the following experiment. Suppose that the intermediate deliveries of one province (the object region) are lacking. Then we will use the information of the other 24 provinces to predict (or estimate) the matrix with intermediate deliveries of the object region. In so doing, we assume that the row sums and the column sums of the intermediate deliveries matrix in the object region are known; and that final demands and gross outputs for each of the 40 industries in the object region are known. The prediction will be based on three elements. First, the fundamental economic structure, which consists of all cells in the matrix that are very predictable. Second, important coefficients, which indicate the cells for which it is extremely important to generate an accurate prediction in the sense that prediction errors have huge effects. Third, stability across provinces of the intermediate deliveries.    

2.  Method

2.1 Fundamental economic structure (FES)
The concept of fundamental economic structure (proposed by Jensen et al., 1988) analyzes similarities of deliveries by regressing the intermediate deliveries in an input-output table on one or more independent variables that represent the regional economic “size”. The idea is that when the deliveries between a certain pair of industries are consistently present at a predictable level for all or most regions, these deliveries can be viewed as “fundamental”.  

The regression form is as follows:
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Where, r is the region, i,j is the sector. Xij(r) is the intermediate deliveries in r region, X(r) is the economic size for the r region (for example, total gross output T(r), or total value added V(r)).  
Jensen (1988) showed that 75% of the intermediate cells are “predictable” in an eleven-sector model, at a significance level of 10%. The “predictable” cells are defined as “fundamental”, while  the other cells are termed “non-fundamental”. 
This original FES, which can be viewed as a “partitioned” approach, was extended into a “tiered” approach by Jensen (1991). The authors’ view is that the original partitioned approach was based on the empirical regression results, not on the economic theory. The tiered approach is a more comprehensive approach based on two types of reaction paths (see also Jensen, 1981). Compared to the partitioned approach, the tiered approach divides each cell of the input-output transactions table into two parts, one is the fundamental or predictable part, while the other part is the exogenous or “random” factor. The fundamental factor of the cell is represented by the internally-oriented reaction path and the non-fundamental factor by the externally-oriented reaction path, in accordance with the reaction paths theory. However, this tiered approach still uses a spatial dimension.
West (2001) proposes a temporal FES which is based on a time series of nine input-output tables. Using the regression results of a time-series analysis on the first eight tables, the author tests the validity of predictions on the basis of the FES. To this end, he compares the prediction for the ninth table with the actual table. The results show minor deviations between the two tables. It is suggested that the FES approach provides a useful additional dimension for table construction and updating techniques.
Recently, Thakur(2004) used FES to analyze the Indian economy, both at the national and the regional level. This study uses a number of alternative explanatory variables such as total population and sectoral output to update the national table and to compile regional tables. The results show that the alternative variables do not yield better predictions than the total output.  

2.2 Important coefficients
Several empirical studies have indicated that IO calculations are heavily influenced by a small number of coefficients, which are called “important coefficients”. There are two types of method to identify important coefficients. 
The first one (see Jensen et al., 1979; Jensen and West, 1980; and Israilevich, 1986) claims that the largest coefficients in an IO table exert the most influence on the entire model. That is, a change in a large coefficient will result in a larger overall change than would a similar change in a smaller coefficient. 

The second way to identify important coefficients is by taking into consideration the changes in the elements of the inverse matrix as induced by a change in one element of the original IO matrix. Sonis and Hewings (1992) propose to use the field of influence approach. It identifies the elements in the direct input matrix that, if changed, would cause a significant change in any element of the inverse matrix. In an earlier stage, Jilek (1971) had presented the tolerable limits approach which determines the worst-case boundaries (tolerance) of each element of an inverse matrix as the result of parametric uncertainties (variation of the value within a given interval) in any element of the direct matrix. Both approaches are based on the Sherman-Morrison formula which directly addresses changes in the elements of the inverse matrix as caused by a change in one element of the original matrix.
2.3 Stability

At the same time, many analysts have also studied the stability of the coefficients or multipliers of a region or nation in relation to the time or space dimension. A simple measure of stability is the coefficient of variation:

Coefficient of Variation = Standard Deviation/Mean *100 
Bezdek (1984) tested stability related hypotheses regarding ‘current-versus-constant dollar’, ‘intermediate-versus-final demand coefficients’, and ‘aggregated-versus-disaggregated input-output models’ using US tables between the periods 1958 to 1972. Miller’s (1989) concept of “stability” refers to the examination of technical coefficients or elements of the Leontief inverse over space and time. Bon (1986) and Bon and Yashiro (1996) tested the stability of technical coefficients for demand-side and supply-side IO models. The general conclusion was that demand-side performed slightly better than the demand-driven model on average, while the supply-driven model performed substantially better than the demand-driven model for mature industries such as agriculture and mining.
3. My prediction scheme

The predictable coefficients, important coefficients and stable coefficients reflect connected but different concepts. For example, stable coefficients may be highly unpredictable although the changes remain within certain bounds and predictable coefficients may be very unstable. Moreover, important coefficients may be predictable or even stable.

Yet, there has been little attempt to combine them in one framework. Most papers use a single analytical tool rather than several analytical tools simultaneously for compiling tables. In this paper we used these three analytical tools to estimate the matrix of intermediate deliveries for some “missing” (or object) region(s). It is assumed that the row sums and the column sums of the matrix of intermediate deliveries are known; that final demands and gross outputs for each of the 40 industries in the object region are known; and that the matrices with intermediate deliveries for the other regions are known. The procedure involves five steps. 

First, on the basis of the data for the other regions, a regression equation will be estimated that relates the intermediate delivery from industry i to industry j to region specific parameters (e.g. the output of industry i or j in the region; total output in the region; a dummy to distinguish between rich and non-rich regions). The explanatory power of each of the 1600 estimated regression equations yields a set of cells in the matrix of intermediate deliveries that are termed predictable. 

Second, for the remaining cells (which are not predictable) the stability of the input and/or output coefficients is examined. For cells with a low variation coefficient, the average input (or output) coefficient is used to estimate the value of the corresponding intermediate delivery.

Third, for the cells that neither are predictable nor have stable coefficients, it is determined which of them correspond to so-called “inverse important coefficients” based on tolerable limits. Mimicking real world estimation problems, we assume that statistical agencies will pay extra attention to finding the intermediate deliveries corresponding to the most important coefficients. In our exercises this implies that for a small percentage of the cells we assume that we can “buy” their true values. 

Fourth, this leaves a set of cells that are not predictable, not stable, but also not inverse important. These intermediate deliveries are obtained from the average input coefficient. 

Fifth, the resulting matrix of intermediate deliveries will be balanced by using a RAS-type of technique. Compared them with the actual tables, we can judge the validity of this method for estimation of missing regional input-output tables.

Figure 1 shows the scheme of whole process.
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                       Figure 1: Scheme of the prediction procedure using the FES approach

Summarized, type 1 are the predictable cells, type 5 cells are predictable but yield implausible results, type 2 are stable, type 3 are important cells, and type 4 are the remaining cells. The first empirical results may be summarized into four points.

First point is the percentage of each type within whole matrix. On a total of 1600 cells, around 30% of the cells are predictable, 0.5% of the cells is stable, and 5% is important. By allowing alternative explanatory variable and choosing the regression equation that performs best, type 5 cells (predictable but implausible predictions) could be avoided. The remaining 65% of the cells are not important, not stable, and also not predictable. Furthermore, among the different regression equations, the one that appears to perform best is an equation without an intercept, with a slope dummy for rich regions and sector output as the explanatory variable.

Second point is about the validity of this method. There usually are two “traditional” estimating techniques, regionalization on the basis of the national table, or borrowing coefficients from similar regions. In this paper, we compared our estimates with the results obtained from these two “traditional” methods and additional one, obtaining coefficients from all the other regions. It turned out our method is only slighly better than “borrowing” technique. Table 1 gives the results for the exercise where Shanghai is taken as the object region. Due to the fact that Beijing and Shanghai are very similar metropolitan areas, both in their development and the technical structure exhibited by IO tables, the third method borrows the Beijing coefficients to predict the Shanghai IO table. In all of these four methods, the important coefficients were replaced by their actual values similarly. It is clear that borrowing coefficients yields fairly poor results. Among remaining three methods, obtaining from average is the most effective followed by our FES-based method and regionalizing the national IO tables when intermediate deliveries and the input coefficients are considered. However, the difference is very minor and even disappears in terms of Leontief inverse.

Table 1  comparison of prediction’s accuracy originally

	WAPE
	Method in this paper
	coefficients

from nation
	coefficients

from Beijing
	coefficients

from average

	Intermediate deliveries
	0,2791
	0,2877
	0,3551
	0,2726

	Input coefficients
	0,4101
	0,4119
	0,4893
	0,3957

	Leontief inverse
	0,1524
	0,1528
	0,1876
	0,1528


Thirdly, it should be mentioned that the overall accuracy of prediction could be enhanced when the procedure of prediction is altered. Table 2 shows results when important coefficients identified in first place and stable cells, predictable cells identified subsequently. It is easy to conclude that overall accuracy improved when the order changed in this way. However, it is mainly because that percent of important coefficients which replaced by actual value rose from 5% to 10%. Furthermore, the comparison among these methods are consistent. Borrowing coefficients is still the worst one while obtaining from average is slightly better, and our FES-based method and regionalization from national table performed almost same. 

Table 2  comparison of prediction’s accuracy when changing order

	WAPE
	Method in this paper
	coefficients

from nation
	coefficients

from Beijing
	coefficients

from average

	Intermediate deliveries
	0,1303
	0,1350
	0,1807
	0,1227

	Input coefficients
	0,2628
	0,2614
	0,3486
	0,2585

	Leontief inverse
	0,0938
	0,0903
	0,1348
	0,0909


Fourthly, it is found that low percent of important coefficients which replaced by actual value could influence overall accuracy significantly. Table 3 shows the results when important coefficients are not identified specifically and estimated by borrowing from other table in traditional methods or obtaining from average in our FES-based method. In that case, our FES-based method outperformed absolutely than “traditional” methods such as obtaining from average, borrowing coefficients and regionalizing.

  Table 3  comparison of prediction’s accuracy without actual value

	WAPE
	Method in this paper
	coefficients

from nation
	coefficients

from Beijing
	coefficients

from average

	Intermediate deliveries
	0,4301
	0,8293
	0,6409
	0,5470

	Input coefficients
	0,5222
	1,1293
	0,7240
	0,6575

	Leontief inverse
	0,1917
	0,5130
	0,2828
	0,2499


4. Prospective

The pattern of prediction  which is special for China makes FES not very helpful for compiling regional tables of China. The subsequent possibility of compiling Chinese regional tables is to update coefficients using a similar sector in some region instead of using all coefficients of a similar region and to pay more attention to important coefficients.
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Average coefficients from the sample tables: type 5





Yes





No





Estimate transaction using regression analysis: type 1





Are predicted transaction reasonable? (� EMBED Equation.3  ���)





Start with 27 regional tables, divide them into sample and object tables





Average coefficients from the sample tables: type 4





No





Average coefficients from the sample tables: type 2





Are cells stable? CV<0.5





Yes





No





Estimate transaction using actual value from the object table: type 3





Are cells important? r<0.2





Yes





No





Estimate transaction using regression analysis





Are cells predictable? R2>0.8





Yes





For the sample tables, use regression analysis (R2), coefficients of  variation (CV) of input-output coefficients, and identify the important coefficients using tolerant limit method (r) 





Get all predicted intermediate deliveries of tables, apply adjusted RAS to balance it, calculate predicted input coefficients, predicted Leontief inverse, compare it with the actual table. 
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